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s u m m a r y

There are many approaches to improve hydrologic model predictions, including pre-processing to deal
with input uncertainty, data assimilation to treat initial and boundary condition uncertainty, model cal-
ibration to reduce parametric uncertainty. Hydrologic post-processing is an approach for treating uncer-
tainties from hydrologic model outputs propagated from all upstream sources. It works by relating model
outputs (e.g., streamflow) to corresponding observations through a statistical model. This paper com-
pares the effect of post-processing and model calibration in improving hydrologic forecasts under differ-
ent hydroclimatic conditions and across different models.

Observed and simulated daily streamflow data from the Second Workshop on Model Parameter Esti-
mation Experiment (MOPEX) were used for the comparisons described above. The results from 7 hydro-
logic models showed that post-processing alone was better than the results from hydrologic model
calibrations for 12 basins in the eastern United States. The predictive QQ plot indicates that the predictive
distributions of post-processed ensemble streamflow simulations are reliable. Post-processed results
were similar for different hydrologic models, but were quite different for different basins. In terms of
ensemble prediction, post-processing results tended to be over-confident. In general, post-processing
can improve hydrological forecasts and reduce uncertainty in wet basins, but caution should be taken
when applying post-processing to dry basins where there are many zeros values in the data.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

There are many approaches to improve hydrologic model pre-
dictions by reducing uncertainties from various sources including
model inputs, initial and boundary conditions, model structure
and model parameters. Model inputs, especially precipitation in-
puts, are most critical to good hydrologic predictions. There are
two basic ways to improve precipitation inputs: the improvement
of quantitative precipitation estimates (QPE) and the improvement
of quantitative precipitation forecast (QPF). For accurate and reli-
able QPE, it is necessary to establish a good observational network
to measure precipitation amount and a good methodology to mesh
measurements from different sources (Xie et al., 2007; Cherubini
et al., 2002; Zhou et al., 2008). To improve QPF generated by
numerical weather prediction (NWP) models, statistical post-pro-
cessing techniques (referred to pre-processing in hydrologic mod-
elling community) are often used (Clark and Slater, 2006; Glahn
et al., 2008; Schaake et al., 2007). Data assimilation techniques
are usually used to improve the estimates of initial and boundary
conditions (Andreadis and Lettenmaier, 2006; Slater and Clark,

2006). Model calibration is the common approach to reduce uncer-
tainties due to incorrect specification of model parameters (Duan
et al., 1992). Hydrologic post-processing works directly on hydro-
logic model outputs by using a statistical model to represent the
relationship between model outputs (e.g., streamflow) and corre-
sponding observations. It serves the purpose of removing model
biases from all upstream uncertainty sources and is the final step
before the issue of actual hydrologic forecasts.

As hydrologic models become more complicated, data assimila-
tion and model calibration are becoming more difficult and require
more computational resources. In the case of high resolution dis-
tributed modelling over a large basin, the heterogeneity of model
states and model parameters over a large number of hydrological
modelling units make it difficult to apply data assimilation tech-
niques such as Ensemble Kalman Filter (Andreadis and
Lettenmaier, 2006) or traditional optimization methods such as
SCE-UA (Shuffled Complex Evolution method developed at the Uni-
versity of Arizona) (Duan et al., 1994,1992). Moreover, human
interventions, such as reservoir management, which are not con-
sidered in most hydrologic models, can complicate data assimila-
tion or model calibration of the affected basins. In contrast, since
hydrologic post-processing only considers the model output-
observation relationship, it can overcome several limitations
complicating model calibration and data assimilation. First, only
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limited computational resources are required for post-processing.
Second, the post-processing approach may be applicable in man-
agement-affected basins.

Post-processing quantifies and reduce uncertainties in model
predictions, renders the predicted probability unbiased in model-
predicted flow (Krzysztofowicz and Kelly, 2000; Seo et al., 2006).
The main idea of post-processing is to calculate the conditional
probability (Seo et al., 2000) of observed flow given forecast flow.
Krzysztofowicz and his associates proposed a Bayesian Processor
of Output (BPO) to post-process streamflow forecasts (Krzysztofo-
wicz and Kelly, 2000; Krzysztofowicz and Maranzano, 2004). Based
on this Bayesian framework, Todini proposed a Model Conditional
Processor (MCP) to compute the posterior probability distribution
of streamflow prediction error based on all information available,
including observations and predictions from one or more models
(Todini, 2008; Coccia and Todini, 2011). Montanari and Brath
(2004) proposed a meta-Gaussian approach in order to estimate
the probability distribution of the rainfall-runoff prediction error
using multivariate regression which relates streamflow errors to
several predictor variables. Weerts et al. (2011) presented a quan-
tile regression approach to quantify the streamflow predictive
uncertainty, in which the streamflow observations and predictions
are divided into different quantiles in order to avoid any prescrip-
tive assumption of the variables in the regression. Seo et al. (2006)
presented a simple and inexpensive statistical post-processor for
ensemble streamflow prediction (ESP). Another approach, based
on the state-space model and wavelet transformation, was used
to correct errors of simulated (forecasted) discharge (Bogner and
Kalas, 2008). Wood and Schaake (2008) used the correlation be-
tween forecast ensemble means and observations to generate a
conditional forecast, with means and spreads lying between clima-
tological means and spreads (when the forecast has no skill) and
the raw forecast mean, with zero spread (when the forecast is per-
fect). In many of the approaches described above, they make use of
the Normal Quantile Transform (NQT) to project the observations
and the predictions into the Normal space.

These approaches can remove or reduce systematic biases and
provide post-processed ensemble streamflow forecasts that are
significantly better than raw forecasts. Does that mean that the
post-processor can replace model calibration in streamflow
forecasts? Shi et al. (2008) addressed this question with regard
seasonal hydrologic forecasting for several western U.S. basins
and found that post-processing alone is almost as effective as
hydrologic model calibration. Yuan and Wood (2012) found that
post-processing streamflow forecasts from a coupled ocean-
land-atmosphere seasonal forecast model, where its land surface
model is uncalibrated, has comparable performance to a well-
calibrated hydrologic model driven by bias-corrected meteorolog-
ical forcing. This finding indicates that a global climate forecast
model with an uncalibrated land surface component can provide
a useful streamflow forecast after post-processing. However, the
above studies are based on one or two specific hydrologic models.
Whether the post-processor can replace model calibration in dif-
ferent hydroclimatic conditions for different hydrologic models is
still uncertain.

This paper systematically compares results from post-process-
ing and calibration of 7 models in 12 basins in the Southeastern
U.S. The organization of the paper is as follows: section 2 describes
the General Linear Model Post-Processor (GLMPP); section 3 intro-
duces the data and study domain; section 4 presents results and
discussion; and section 5 provides conclusions.

2. Model description

We selected the General Linear Model Post-Processor (GLMPP),
which was recently developed (Zhao et al., 2011), to compare the

post-processing and calibration results. GLMPP has the following
properties: (1) it removes mean bias; (2) it produces an ensemble
of members representing, in an ‘‘equally-likely’’ sense, the ob-
served hydrograph being predicted; and (3) it preserves temporal
scale dependency relationships in streamflow hydrographs and
uncertainty in the predictions.

Fig. 1 is the flow chart illustrating the procedure of GLMPP. Gi-
ven observed and simulated streamflow data, first select the fore-
cast date and forecast window. The forecast window consists of an
analysis period prior to the forecast date and a forecast period from
the forecast date. The lengths of analysis and forecast periods are
Na and Nf, respectively. The Generalized Linear Model Post-Proces-
sor (GLMPP) for the forecast date can be expressed as:

Z1:2 ¼ A � Z2 þ B � E ð1Þ

where Z1,2 is the predict and given the predictor vector, Z2, i.e.,
Z1,2 = Z1|Z2. A and B are parameter matrices. Z1 is the observed
streamflow for the forecast period (i.e., Z1 = {Qo,f(t), t = 1, . . .,Nf}), Z2

is the predictor vector, which is made of simulated and observed
streamflow for the analysis period, {Qs,a} and {Qo,a}, and simulated
streamflow for the forecast period {Qo,f} (i.e., Z2 = {Qs,f(t),
t = 1, . . .,Nf,Qo,a(t), t = 1, . . .,Na; Qs,a(t), t = 1, . . .,Na}), A and B are coef-
ficient matrices of the regression equation, E is the random error
term. If E is identical independently distributed (i.d.d.) Gaussian,
then Eq. (1) can be easily solved by multivariate linear regression.

To make E i.d.d., all observed and simulated streamflow values
undergo a normal quantile transform (NQT). To make the parame-
ter estimates more robust, a ‘‘buffer’’ period with a length of Nb (in
days) is introduced to include data (i.e., Z1 and Z2) for Nb/2 days
prior to the analysis period and Nb/2 days after the forecast period
to enlarge the data sample size for calibrating GLMPP.

Before solving A and B, we first compute covariance matrices:

R ¼ R11R12

R21R22

� �
, where R11, R12;R21 and R22 are the covariance matri-

ces of Z1, Z1 and Z2, Z2 and Z1 and Z2, respectively. Based on linear
regression, we obtain A ¼ R12 � R�1

22 and BBT ¼ R11 � R12 � R�1
22 � R21.

Fig. 1. Flow chart for the post-processor.
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There is a set of A and B for each forecast date. For each day in a cal-
endar year, we generated 365 sets of A and B. After A and B are solved,
we can use Monte Carlo method to generated streamflow ensembles.

GLMPP is different from the MCP approach proposed by Todini
(2008) because the former is a linear regression of the NQT trans-
formed input–output pairs, as opposed to the Bayesian framework
employed by the latter. This method also differs from that of
Montanari and Brath (2004) in that GLMPP divides the data into
analysis period and forecast period and includes a buffer period.
The use of an analysis period plays a role similar to data assimila-
tion, while the buffer period augments the sample sizes for more
robust model calibration.

Model performance measures include the Nash-Sutcliffe effi-
ciency value (NSE), correlation coefficient (R), water balance bias,
and Root Mean Square Error (RMSE). They are computed as
follows:

NSE ¼ 1�
P
ðQ C � Q OÞ2P
ðQO � Q OÞ

2

" #
ð2Þ

R ¼
P
ðQ c � Q cÞðQo � QoÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðQ c � Q cÞ

2P ðQ o � Q oÞ
2

q ð3Þ

Bias ¼ SD
OD
� 1 ð4Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

ðQ ci � Q oiÞ2
vuut ð5Þ

where QO;QC ;QO;Qc are observed, simulated, average observed and
average simulated discharges, SD is the sum of simulated dis-
charges, and OD is the sum of observed discharges. A NSE score of
1 indicates perfect forecast. The long term mean as a forecast would
result a NSE of 0. A negative NSE value suggests that the forecast is
worse than the long term average. A perfect RMSE score is 0. The
squared difference is used in the calculation, so RMSE gives more
weight to high than low values.

In order to evaluate the reliability of predictive distributions,
Laio and Tamea (2007) suggested the use of the predictive QQPLOT
(Thyer et al., 2009; Biondi and De Luca, 2013), which does not re-
quire a subjective binning of the data. Let us denote zi as the correct
probabilistic forecast of realization xi (i = 1, . . .,n) and plot it against
their empirical cumulative distribution Ri/n, where Ri is the rank
(position) of the ith value in the ordered vector of zi values. The
degree of the departure from the bisector (the 1:1 line) represents

interpretable deficiencies (see Fig. 2). There are two indices, the
area between the QQ curve and the bisector (a) and the comple-
ment of the fraction of zi values equal to 0 or 1 that corresponds
to the proportion of observed discharge values outside the range
of the predictive distribution (n), that quantify the reliability (Re-
nard et al., 2010). a and n are computed as follows:

a ¼ 1
n

Xn

i¼1

zi �
Ri
n

����
���� ð6Þ

n ¼ 1� 1
n

Xn

i¼1

b with b ¼
1 if zi ¼ 0 or zi ¼ 1
0 otherwise

�

a varies between 0.5 (worst reliability, with all realizations outside
their predictive range) and 0 (perfect reliability), while n varies be-
tween 0 (all realizations outside their predictive range) and 1 (no
incompatible realizations).

3. Data and study domain

Data used in this study are the simulated and observed daily
streamflow data from the Second Workshop on Model Parameter
Estimation Experiment (MOPEX) database (Duan et al., 2006).
There are 7 different models in the MOPEX database (Table 1),
which were run using uncalibrated and calibrated parameters for
12 Southeastern U.S. basins (Table 2, Fig. 3). The uncalibrated
parameters are the so called ‘‘default parameters’’ defined based
on geomorphologic properties such as soil and vegetation charac-
teristics, topographical features (e.g., slope and elevation), or
experiments. Different models may determine their default param-
eters differently. Calibrated parameters were obtained through
optimization which minimizes the aggregated differences between
simulated and observed streamflow values. Streamflow data used
in this study covers the period from 1962 to 1997. The ratio of an-
nual runoff to precipitation is from 0.15 to 0.63 (Table 2), so hydro-
climatic conditions are different among the 12 basins.

4. Results and discussion

4.1. GLMPP parameters

We used a set of algorithmic parameters suggested by Zhao
et al. (2011) for the GLMPP, who have done a comprehensive study
of the effects of the length of analysis period, the length of forecast
period and the length of the buffer period. According to Zhao et al.
(2011), the analysis period preceding the forecast are used to com-
pensate for unwanted effects of imperfect estimates of initial con-
ditions on forecasts. The length of the analysis period Na should be
greater than 5. So we used a value of 10 for Na in this study. The
length of the forecast period Nf was chosen based on the user
needs. We chose a value of 30 for Nf for this study. A ‘‘buffer’’ per-
iod Nb is used to increase the sample size for the GLMPP. A reason-
able value for Nb can increase robustness of the GLMPP results. For

Fig. 2. Schematic of the predictive QQ plot and derived indexes (Laio and Tamea,
2007; Renard et al., 2010).

Table 1
Hydrological models from MOPEX (Duan et al., 2006).

ID IDModel Note

1 grj4 GR4J model
2 isba ISBA model
3 noa NOAH model
4 sac Sacramento model
5 swap SWAP model
6 swb Simple Water Balance model
7 vic VIC model
8 mean Multi-models mean
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this study, a value of 14 is chosen for Nb. The same values for Na, Nf,
and Nb are used in all basins for all models.

We used a split data method to evaluate the effectiveness of
GLMPP. Data from 1962 to 1980 were used to calibrate the post-
processor parameters, and data from 1981 to 1997 were used for
verification.

4.2. Comparison of raw streamflow simulations and post-processed
streamflow simulations

There are two sets of raw streamflow simulations for each mod-
el and in each basin, one using uncalibrated model parameters and
another using calibrated parameters. For those raw streamflow
simulations, we applied GLMPP to post-process them. We calcu-
lated four performance indices as described in Eqs. (2)–(5) for both
the raw and post-processed streamflow simulations, which are de-
noted as ‘‘uncal’’, ‘‘cal’’, ‘‘postuncal’’ and ‘‘postcal’’, respectively. The

orders of models and basins in the following figures are the same
as shown in Tables 1 and 2.

We selected different periods to calibrate and verify GLMPP.
The calibration period is 1962–1980, and the verification period
is 1981–1997. The performance indices for the four sets of stream-
flow simulations are given in Figs. 4 and 5. Note that in these fig-
ures, horizontal axis denotes different basins, while vertical axis
denotes different models. For the first, second and fourth columns,
‘‘red1’’ color indicates good (preferred) scores and ‘‘blue’’ color im-
plies bad scores. For the third column (i.e., bias), the preferred score
is zero, which corresponds to ‘‘light green’’ color. The results suggest
that streamflow simulations using calibrated model parameters are
better than that of the uncalibrated model parameters in both the
calibration and verification period. Streamflow simulations after
post-processing are generally much better than that of the calibrated

1 For interpretation of color in Figs. 4, 5 and 8, the reader is referred to the web
version of this article.

Table 2
River basins and complementary informationa.

Basin
ID

USGS ID Long. Lat. Area
(km2)

Flood flow (mm/
day)

Annual
prec.(mm)

Annual runoff
(mm)

Runoff/
prec.

Station name

B1 07378500 �90.9903 30.4639 3315 17.29 1560 612 0.39 Amite River Near Denham Springs,
LA

B2 03451500 �82.5786 35.6092 2448 20.21 1378 795 0.58 French Broad River At Asheville, NC
B3 03054500 �80.0403 39.15 2372 26.41 1164 736 0.63 Tygart Valley River At Philippi, WV
B4 07186000 �94.5661 37.2456 3015 13.65 1075 300 0.28 Spring River Near Waco, MO
B5 01608500 �78.6544 39.4469 3810 12.98 1043 339 0.33 S Branch Potomac River Nr

Springfield, WV
B6 01643000 �77.3661 39.3869 2116 15.62 1042 421 0.4 Monocacy R At Jug Bridge Nr

Frederick, MD
B7 01668000 �77.5181 38.3222 4134 41.16 1028 375 0.36 Rappahannock River Nr

Fredericksburg, VA
B8 03179000 �81.0106 37.5439 1020 13.37 1017 419 0.41 Bluestone River Nr Pipestem, WV
B9 03364000 �85.9256 39.2 4421 8.78 1014 377 0.37 East Fork White River At Columbus,

IN
B10 05455500 �91.7156 41.4664 1484 6.7 881 261 0.3 English River At Kalona, IA
B11 08172000 �97.6506 29.6661 2170 6.07 819 170 0.21 San Marcos River At Luling, TX
B12 08167500 �98.3833 29.8603 3406 29.12 761 116 0.15 Guadalupe River Nr Spring Branch,

TX

a Basin ID numbers in accordance with annual precipitation.

Fig. 3. Location of the basins.
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model parameters. Post-processed streamflow simulations are
slightly worse than those using calibrated model parameters for
the verification period in two dry basins. The reason post-processing
generally leads to better performance indices than model calibration
alone is that post-processing works directly to correct the errors in
the model outputs. It can even implicitly deal with alteration to
streamflow values due to human activities, if these activities are
not totally spurious. Model calibration is generally done to ensure
that the aggregate errors over the calibration period are minimized.
But it cannot effectively deal with the model structural errors that
lead the model to have different predictive errors in different sea-
sons and in different places.

To compare the performance of different models in different ba-
sins, we calculated the mean performance indices for all models
(Fig. 6) and for all basins (Fig. 7). The mean indices are calculated
as follows: first, we obtain model performance indices for model
and for each basin (see Fig. 4 and Fig. 5); second, we averaged all
indices over each model or over each basin (see Figs. 6 and 7). Figs. 6
and 7 clearly show that the performance indices for raw streamflow
simulations (i.e., the first two bars for each basin) are much worse
than that for post-processed streamflow simulations (i.e., the third
and fourth bars for each basin) for the calibrated period. The perfor-
mance indices for post-processed streamflow simulations are
mostly better than that for raw streamflow simulations in the veri-
fication period except for two dry basins (i.e., B11 and B12), in which
the indices for post-processed streamflow are actually worse than
that of the raw calibrated streamflow simulations. This result is
due to the fact that streamflow data for the dry basins contain too

many zeros, which lead to truncated Normal distributions after ob-
served and simulated streamflow values are transformed to the Nor-
mal space via NQT. The truncated Normal distribution would result
in incorrect solution of Eq. (1) because the Gaussian assumption for
GLMPP is violated. This problem is actually not limited to GLMPP,
but also some other post-processing models that use NQT to achieve
the Normality requirement for the data. Certain ways were at-
tempted to alleviate this problem, including the use of quantile
regression, Bayesian approach that does not depend on Gaussian
assumption (Krzysztofowicz and Herr, 2001; Weerts et al., 2011;
Todini, 2008) or considering two distributions for positive and neg-
ative errors (Montanari and Grossi, 2008).

Since there are significant seasonal variations in climatic condi-
tions over the different basins, the performance indices may also dis-
play seasonal patterns. To investigate seasonal variation in
performance indices, we analyzed the long-term average monthly
streamflow for the verification period. Fig. 8 displays the long-term
monthly average raw and post-processed streamflow values for the
Gr4j model (The results for other models are basically the same and
are, therefore, not shown). We note that the uncalibrated raw
streamflow monthly values (i.e., the green solid line) are quite differ-
ent from the observations (i.e., the solid black line) in most basins.
Calibrated raw streamflow values (i.e., blue dash line) are generally
closer to observations than uncalibrated streamflow values, but sig-
nificant errors still exist for most basins in calibrated streamflows.
All post-processed streamflow values (i.e., red line) are very close
to observations (we only plotted post-processed streamflows for
the uncalibrated case because the post-processed streamflows for
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the calibrated case are almost the same). The results in Fig. 8 indicate
that the post-processing is quite effective in removing systematic
biases for all basins and for all different seasons.

4.3. Evaluation of ensemble spread of the post-processed streamflow
values

Once GLMPP is calibrated, we can generate post-processed
ensemble streamflow values given the raw streamflow simulations
using a Monte Carlo approach. For each model and each basin, 50

ensembles are produced. The rank histogram is used to evaluate
whether these ensembles include the observations being predicted
as equi-probable members. A perfect histogram of ranks will be
uniform (Wilks, 2011; Yuan and Wood, 2012). We plotted the rank
histograms of post-processed ensemble streamflow simulations for
each basin for Gr4j model in Fig. 9 (other models exhibit similar re-
sults and are not shown here). There are 51 ranks ordered from
small to large. The rank value is the frequency of observed values
falling within the rank interval. We found that there are obvious
differences in the ranked histograms for different basins. There
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Fig. 8. Long-term average monthly hydrographs for the verification period for the 12 river basins by the Gr4j model.
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are three major features: (1) the result is reasonable and the ranks
are uniform (i.e., Basin 2); (2) dome-shaped rank histograms with
the peaks located in the centers seem to suggest certain under-
confidence in the ensemble simulations (all basins except Basin
2); and (3) the right-most ranks are high (all basins except Basin
2), indicating that a significant number of ensemble members ex-
ceed the ensemble upper uncertainty range. These results suggest
that the spread of ensemble might be further improved.

The predictive QQ plots of the post-processed ensemble sim-
ulations are shown in Fig. 10. It is clear from this figure that the
curves closely follow the bisector lines for all basins. This

indicates that the predictive distributions of post-processed
ensemble streamflow simulations are reliable. The reliability
indices a and n are shown in Table 3. We note that the values
of a are close to zero and values of n are close to one, further
demonstrating that the predictive distributions of the post-pro-
cessed ensemble streamflow simulations are reliable. The results
above are based on an ensemble size of 50. We conducted addi-
tional test on the effect of different ensemble sizes and found
that 50 is adequate to capture the uncertainty range. This be-
cause is that GLMPP generates ensemble members by sampling
randomly from the Normal distribution.
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Fig. 10. Predictive QQ plot for the verification period (1981–1997) for the 12 river basins by the Gr4j model.
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5. Conclusions

We conducted a comprehensive evaluation of GLMPP on seven
different hydrologic models using streamflow simulation data
from twelve basins from the Second Workshop on MOPEX. We
found that GLMPP can effectively reduce the mean biases in
streamflow simulations in both the calibration and verification
periods. GLMPP post-processed streamflow simulations are gener-
ally better than that obtained through model calibration alone. The
performance indices for post-processed streamflow simulations
are similar for different hydrologic models in the same basin but
are different among basins. The performance indices for post-pro-
cessed streamflow simulations were best for the wet basins. In dry
(semi-humid) basins, the performance indices for post-processed
streamflow simulations in the calibration period are better than
those in the verification period. This suggests a deficiency in the
approaches that make use of NQT to achieve the Normality for
the data for arid or semi-arid regions and alternative statistical
techniques may be required to better understand the predictive
uncertainty conditioned on model predictions.

GLMPP is used in this study to post-processing streamflow sim-
ulations that are generated using observed meteorological forcing
data. It can be modified to post-processing hydrologic predictions
generated using meteorological predictions, assuming these pre-
dictions are well calibrated to get rid of biases in both the predic-
tive means and spreads. GLMPP can be generalized to multi-model
ensemble predictions by extending the GLM approach to a multi-
variate setting.
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